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Why ANOVA;

▪ Up to this point, we have been comparing two populations
▪ Independent samples t-test
▪ Paired samples t-test

▪ Of course limiting ourselves to the comparison of two populations 

is well … limiting
▪ What if we wish to compare the means of more than two 

populations?
▪ What if we wish to compare populations each containing several 

subgroups?
▪ For this reasons, we will make use of ANOVA (Analysis of Variance)



Suppose we want to compare 

three sample means to see if there 

are differences between them

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

What we are asking is:

Do all these three means come from the 

same population?

Is one mean so far away 

from the other two that is 

likely not from the same 

population?

Or are all three so far apart that 

they ALL likely come from 

different populations?



ҧ𝑥1

ҧ𝑥2

ҧ𝑥3



ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

Weird distribution?



ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

Means are in very different 

locations relative to the 

overall mean.



ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

𝐻0: 𝜇1 = 𝜇2 = 𝜇3

Null hypothesis

Remember, we are not asking 
if they are EXACTLY equal. We 
are asking if each mean likely 
came from the larger overall 
population.

Variability 
AMONG / 
BETWEEN the 
sample means.



ҧ𝑥1 ҧ𝑥2 ҧ𝑥3

Multiple t-tests

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

𝐻0: ҧ𝑥1 = ҧ𝑥2; 𝑎 = .05 𝐻0: ҧ𝑥1 = ҧ𝑥3; 𝑎 = .05

𝐻0: ҧ𝑥2 = ҧ𝑥3; 𝑎 = .05
Pairwise comparisons 

means three t-tests, 

ALL with 𝒂 =. 𝟎𝟓. Type 

I error rate at 𝟗𝟓%

confidence.

BUT error COMPOUNDS with each t-test:

𝟏−. 𝟎𝟓 𝟏−. 𝟎𝟓 𝟏−. 𝟎𝟓 = 𝟎. 𝟖𝟓𝟕

Σφάλμα τύπου Ι: παρουσιάζεται όταν ο ερευνητής απορρίπτει εσφαλμένα τη μηδενική υπόθεση



The variance of each 
distribution.

What changed? Variability  
WITHIN the 
distributions.



ANOVA: Analysis of Variance is a variability ratio

Variability
AMONG / BETWEEN
the sample means.

Variability 
WITHIN the 

distributions.

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

“distance from 
overall mean”

Overall mean

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

“internal spread”



ANOVA: Analysis of Variance is a variability ratio

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

“distance from 
overall mean”

Overall mean

ҧ𝑥1

ҧ𝑥2

ҧ𝑥3

“internal spread”

=
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛



ANOVA: Analysis of Variance is a variability ratio

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛
𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛 = 𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒

Partitioning – separating total variance into its component parts

If the variability BETWEEN the means (distance from the overall mean) in the numerator is relatively 
large compared to the variance WITHIN the samples (internal spread) in the denominator, the ratio 
will be much larger than 1. The samples then most likely do NOT come from a common population; 
REJECT NULL HYPOTHESIS that means are equal.



ANOVA: Analysis of Variance is a variability ratio

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛

LAR𝐺𝐸

small
= Reject 𝐻0

At least one mean is an 
outlier and each distribution 
is narrow; distinct from each 
other

similar

similar
= Failed to reject 𝐻0

Means are fairly close to 
overall mean and/or 
distributions overlap a bit; 
hard to distinguish

small

LARGE
= αποτυχία απόρριψης της 𝐻0

The means are very close to 
the overall mean and/or 
distributions “melt” together



𝐹 =
𝑩𝒆𝒕𝒘𝒆𝒆𝒏

𝑾𝒊𝒕𝒉𝒊𝒏

ANOVA: Analysis of Variance is a variability ratio

𝐹 =
𝑨𝒎𝒐𝒏𝒈

𝑨𝒓𝒐𝒖𝒏𝒅

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛 = 𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝐹 − ratio! 𝐹 − ratio!



Why ANOVA;

▪ Up to this point, we have been comparing two populations
▪ Independent samples t-test
▪ Paired samples t-test

▪ Of course limiting ourselves to the comparison of two populations 

is well … limiting
▪ What if we wish to compare the means of more than two 

populations?
▪ What if we wish to compare populations each containing several 

subgroups?
▪ For this reasons, we will make use of ANOVA (Analysis of Variance)



a b c d

3.42 3.17 3.34 3.64

3.96 3.63 3.72 3.93

3.87 3.38 3.81 3.77

4.19 3.47 3.66 4.18

3.58 3.39 3.55 4.21

3.76 3.41 3.51 3.88

Mean 3.80 3.41 3.60 3.94 3.69 (total)

Columns / Groups

One factor
“diets“

In a study, the liver weight (expressed as a percentage of body weight) of mice from four 
groups, each fed a different diet, was recorded. We aim to investigate whether there are 
systematic differences between the four groups



Sources of variability

a b c d

3.42 3.17 3.34 3.64

3.96 3.63 3.72 3.93

3.87 3.38 3.81 3.77

4.19 3.47 3.66 4.18

3.58 3.39 3.55 4.21

3.76 3.41 3.51 3.88

Mean ഥ𝒙𝟏 = 𝟑. 𝟖𝟎 ഥ𝒙𝟐 = 𝟑. 𝟒𝟏 ഥ𝒙𝟑 = 𝟑. 𝟔𝟎 ഥ𝒙𝟒 = 𝟑. 𝟗𝟒

Overall mean:

The average value of 
all liver weights

ന𝒙 = 𝟑. 𝟔𝟗

ഥ𝒙𝟏 ഥ𝒙𝟐 ഥ𝒙𝟑 ഥ𝒙𝟒

▪ Testing for differences between groups relies on identifying all the sources that contribute 
to variability in the data (i.e., what makes the 24 numbers different)

▪ Therefore, the overall variability is broken down into individual sources of variation (this 
process is known as analysis of variance, or ANOVA).



Sources of variability

a b c d

3.42 3.17 3.34 3.64

3.96 3.63 3.72 3.93

3.87 3.38 3.81 3.77

4.19 3.47 3.66 4.18

3.58 3.39 3.55 4.21

3.76 3.41 3.51 3.88

Mean 3.80 3.41 3.60 3.94 3.69 (total)

▪ Obviously, one source of variation is the effect of the 4 diets

▪ Another source is the within-group variation, as each mouse reacts differently to the same diet. This 
variability cannot be controlled and is therefore considered random error or random variation



Variance revisited and Sum of Squares

▪ Given that ANOVA is by definition the "analysis of variance," let's take a 

moment to go over variance in general

▪ The average squared deviation, or difference, between a data point and 

the distribution mean is called variance
▪ Take the distance of each data point from the mean, square each distance, add 

them together, and then find the average

▪ If we take out the “find the average” part we are left with just the SUM 

OF SQUARES (SS)

▪ So SUM OF SQUARES is the variance without finding the average of the 

sum of squared deviations



Variance revisited and Sum of Squares

𝑠2 =
σ 𝑥 − 𝜇 2

𝑛 − 1

Sample Variance

𝑆𝑆 =෍ 𝑥 − 𝜇 2

Sum of squares

𝑠2 =
σ 𝑥 − 𝜇 2

𝑛 − 1



Splitting Sum of Squares

SST
(total / overall)

SSC
(column / between / 

treatment)

SSE
(within / error)



Calculation of the SST sum of squares total

Calculation of the SST

1. Find the difference between each 
data point and the overall mean

2. Square the difference
3. Add them up

Overall mean:
The average value of all values is
Ӗ𝑥 = 3.69

Mean



Calculation of 
the SST

1. Find the 
difference 
between 
each data 
point and the 
overall mean

2. Square the 
difference

3. Add them up

Ӗ𝑥 = 3.69

3.42

3.96

3.87

4.19

3.58

3.76

3.17

3.63

3.38

3.47

3.39

3.41

3.34

3.72

3.81

3.66

3.55

3.51

3.64

3.93

3.77

4.18

4.213.88
Squared 

distance is 
actually a 
SQUARE

SST
(total / overall)



Calculation of SSC (between groups) sum of square columns

Calculation of the SSC

1. Find the difference between each 
group mean and the overall mean

2. Square the deviations
3. Multiply the squared differences by 

the number of observations
4. Add them up

Overall mean:
The average value of all values
Ӗ𝑥 = 3.69

Mean



Calculation of the 
SSC

1. Find the 
difference 
between each 
group mean and 
the overall 
mean

2. Square the 
deviations

3. Multiply the 
squared 
differences by 
the number of 
observations

4. Add them up

Ӗ𝑥 = 3.68

ҧ𝑥 = 3.78

ҧ𝑥 = 3.41

ҧ𝑥 = 3.60

ҧ𝑥 = 3.94

SSC
(column / between / 

treatment)
sum of squares



Calculation of the SSE (within/error) sum of squares

Calculation of the SSE

1. Find the difference between each data 
point and its own column mean

2. Square each deviation
3. Add them up
4. Add step 3 for all columns

Ӗ𝑥 = 3.69

Mean



Calculation of the SSE

1. Find the difference between 
each data point and its own 
column mean

2. Square each deviation
3. Add them up
4. Add step 3 for all columns

ҧ𝑥 = 3.41
ҧ𝑥 = 3.78

ҧ𝑥 = 3.94
ҧ𝑥 = 3.60

SSE
(within / error)
sum of squares



One Way ANOVA

Source of variation df SS
(Πηγή μεταβλητότητας) (Βαθμοί ελευθερίας) (Sum of squares)

--------------------------------------------------------------------
Between groups 4-1=3 0.954
(Μεταξύ των ομάδων) (C-1)
Within groups
(Εντός των ομάδων)

(error/random) 24-4=20 0.881
(N-C)

--------------------------------------------------------------------
Total 24-1=23 1.83

(N-1)

N = number of observations, C = #columns/groups/treatments/diets

ANOVA is presented in the following table:



One Way ΑΝOVΑ

Source of variation df SS MS=SS/df
(mean squares)

---------------------------------------------------------------------------------

Between groups 3 0.954 0.318

Within groups 

(error/random)  20 0.881 0.044=s2

----------------------------------------------------------------------------------

Total 23 1.83

Then, the mean square (MS) for each source of variation is 

calculated using the formula MS=SS/df



▪ Then, the between-group mean square is compared with the error-
mean square, i.e. the within variance of each column, using the 
𝑭 − 𝑻𝒆𝒔𝒕:

▪ 𝐹 =
𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑀𝑆

𝐸𝑟𝑟𝑜𝑟 𝑀𝑆
=

0.318

0.044
= 7.23

▪ If the variability BETWEEN the four group means in the 
numerator is larger compared to the variance WITHIN the four 
groups (internal spread) in the denominator, the differences 
between the four groups are not random;  they are real

▪ In this case, the 𝑭 − 𝑻𝒆𝒔𝒕 value, is way larger than 1

𝐹 − 𝑡𝑒𝑠𝑡



Significance

▪ The significance of the value 𝐹 =
7.23 is determined in a similar way to 
a 𝑡 − 𝑡𝑒𝑠𝑡

▪ We randomly simulate the study 
10.000 times and calculate the 𝐹 −
𝑡𝑒𝑠𝑡𝑠 each time. The 10.000 𝐹 −
𝑡𝑒𝑠𝑡𝑠 then form the 𝐹 − distribution

▪ Finally, we find the percentage of 𝐹 −
𝑡𝑒𝑠𝑡𝑠 that are greater than 𝐹 = 7.23

7.23



Significance

▪ The percentage of F-tests which are 
greater then 𝐹 = 7.23 is 𝑃 = 0.002

▪ Thus, the four diets are statistically 
different with a small probability 
error (𝑃 < 0.05 ή 𝑃 = 0.002)

𝑝 = 0.002

7.23



𝐹 − 𝑡𝑒𝑠𝑡

▪ Alternatively, the value 𝐹 = 7.23 is 
compared to the 5% point of the F-
distribution with 3 and 20 degrees 
of freedom which is 3.1 (see F-
distribution table in the next slide)

▪ Because 𝐹 = 7.23 greater than 3.1,  
we conclude that there is an 
indication (𝑃 < 0.05) that the diets 
differ from each other statistically 
significant

Εύρεση του 5% σημείου της F κατανομής για 3 και 20
df στο Excel

5%

7.23
3.10



1 2 3 4 5 6 7 8 9 10 20 40 ∞

1 161.40 199.50 215.70 224.60 230.20 234.00 236.80 238.90 240.50 241.90 248.00 251.10 254.30

2 18.51 19.00 19.16 19.25 19.30 19.33 19.35 19.37 19.38 19.40 19.45 19.47 19.50

3 10.13 9.55 9.28 9.12 9.01 8.94 8.89 8.85 8.81 8.79 8.66 8.59 8.50

4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 5.80 5.72 5.60

5 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74 4.56 4.46 4.40

6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06 3.87 3.77 3.70

7 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 3.64 3.44 3.34 3.20

8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35 3.15 3.04 2.90

9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14 2.94 2.83 2.70

10 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 2.98 2.77 2.66 2.50

11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 2.85 2.65 2.53 2.40

12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.75 2.54 2.43 2.30

13 4.67 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71 2.67 2.46 2.34 2.20

14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 2.60 2.39 2.27 2.10

15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54 2.33 2.20 2.10

16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.28 2.15 2.00

17 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 2.45 2.23 2.10 2.00

18 4.41 3.55 3.16 2.93 2.77 2.66 2.58 2.51 2.46 2.41 2.19 2.06 1.90

19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 2.38 2.16 2.03 1.90

20 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 2.35 2.12 1.99 1.80

30 4.17 3.32 2.92 2.69 2.53 2.42 2.33 2.27 2.21 2.16 1.93 1.79 1.60

40 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 2.12 2.08 1.84 1.69 1.50

120 3.92 3.07 2.68 2.45 2.29 2.18 2.09 2.02 1.96 1.91 1.66 1.50 1.30

∞ 3.84 3.00 2.60 2.37 2.21 2.10 2.01 1.94 1.88 1.83 1.57 1.39 1.00

Degrees of freedom in numerator
Degrees of 

freedom in 

denominator

Table of 𝑓 − distribution



Post Hoc TestOne Way ANOVA



Multiple comparison procedures

▪ The ANOVA test only tells us if all the population means are equal (are likely to 
come from the same population)

▪ If the F-test is significant, we do not know where the differences are located 
however

▪ It is necessary to compare each population pair::

▪ A, B, C the pairings would be AB, AC, and BC or 𝐶 3, 2 =
3!

3−2 !2!
=

1×2×3

1× 1×2
=

6

2
=

3 pairs
▪ A, B, C, D the pairings would be AB, AC, AD, BC, BD, and CD or 𝐶 4, 2 = 6 pairs

▪ There are several multiple comparison tests: Fisher’s, LSD, Tukey HSD, 
Bonferroni



Multiple comparison procedures

Groups / Diets
a b c d

Mean 𝟑. 𝟖𝟎 𝟑. 𝟒𝟏 𝟑. 𝟔𝟎 𝟑. 𝟗𝟒

Standard deviation 𝟎. 𝟐𝟕 𝟎. 𝟏𝟓 𝟎. 𝟏𝟕 𝟎. 𝟐𝟐

Count 𝟔 𝟔 𝟔 𝟔

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 0.954145833 3 0.318048611 7.219763035 0.001805552 3.098391212

Within Groups 0.88105 20 0.0440525

Total 1.835195833 23



Difference Matrix

d a c b

d 𝟎 𝟎. 𝟏𝟒 𝟎. 𝟑𝟒 𝟎. 𝟓𝟑

a −𝟎. 𝟏𝟒 𝟎 𝟎. 𝟐 𝟎. 𝟑𝟗

c −𝟎. 𝟑𝟒 −𝟎. 𝟐 𝟎 𝟎. 𝟏𝟗

b −𝟎. 𝟓𝟑 −𝟎. 𝟑𝟗 −𝟎. 𝟏𝟗 𝟎



Six pairwise comparisons

Mean #1 Mean #2 Difference

a vs b 3.80 3.41 0.39

a vs c 3.80 3.60 0.20

a vs d 3.80 3.94 −0.14

b vs c 3.41 3.60 −0.19

b vs d 3.41 3.94 −0.53

c vs d 3.60 3.94 −0.34

Which of these pairwise comparisons contain statistically 
significant differences?





Bonferroni procedure

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 0.954145833 3 0.318048611 7.219763035 0.001805552 3.098391212

Within Groups 0.88105 20 0.0440525

Total 1.835195833 23

𝑡 =
ҧ𝑥𝑖 − ҧ𝑥𝑗

𝑀𝑆𝐸
1
𝑛𝑖
+
1
𝑛𝑗

𝐻0: 𝜇𝑖 = 𝜇𝑗

𝐻𝛼: 𝜇𝑖 ≠ 𝜇𝑗

𝑆𝐸 = 𝑀𝑆𝐸
1

𝑛𝑖
+
1

𝑛𝑗



a vs b

𝑡 =
3.80 − 3.41

0.044
1
6
+
1
6

𝑡 =
0.39

0.044 0.33

𝑡 =
0.39

0.015

𝑡 =
0.39

0.1225

𝑡 = 3.1837

20 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚

=T.DIST.2T(3.1837, 20)=0.004667



a vs b

▪ The value of the 𝑡 − 𝑡𝑒𝑠𝑡 (𝑡 = 3.1837) is greater than the 5% 
point of the 𝑡 − dist𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 for 20 𝑑𝑓 (the df of the error) 
which is 2.09

▪ Thus, there is a statistically significant difference between a 
and b (𝒑 < 𝟎. 𝟎𝟓 or more precisely 𝒑 = 𝟎. 𝟎𝟎𝟒)

𝑡 = 3.1837 =T.DIST.2T(3.1837, 20)=0.004667



95% confidence interval of the difference

Thus, with 95% confidence, group a 
has between 0.14 and 0.64 more 
weight than group b. Since 0 is not 
included in the 95% confidence 
interval, the difference is statistically 
significant

ҧ𝑥𝑎 − ҧ𝑥𝑏 − 𝑡 × 𝑆𝐸, 𝐷 + 𝑡 × 𝑆𝐸

3.80 − 3.41 − 2.09 × 0.12, 3.80 − 3.41 + 2.09 × 0.12

0.39 − 0.251, 0.39 + 0.251

0.139, 0.641



t distribution

Percentage points of the t distribution

p-value

degrees
of

freedom 0.05 0.01 0.001

two tails two tails two tails

1 12.71 63.66 636.62

2 4.30 9.92 31.60

3 3.18 5.84 12.92

4 2.78 4.60 8.61

5 2.57 4.03 6.87

6 2.45 3.71 5.96

7 2.36 3.50 5.41

8 2.31 3.36 5.04

9 2.26 3.25 4.78

10 2.23 3.17 4.59

20 2.09 2.85 3.85



Bonferroni correction

▪ All possible comparisons between groups are not independent, 
and there is always the possibility of finding a false significant 
effect

▪ For this reason, when multiple comparisons (k) are made 
between groups the level of significance (𝑃) must be corrected 
to 𝑃’ = 𝑘 ∗ 𝑃

▪ Therefore, if we perform 6 comparisons between groups, the 
comparison between diet a and b will be significant at 𝑃 = 6 ∗
0.004667 = 0.028



Excel Data Analysis

File -> Options -> Add Ins -> Go … -> Analysis ToolPak



Excel Data Analysis

Data -> Data Analysis
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