Paired samples t-test

Paired samples t-test

Elias Zintzaras, M.Sc., Ph.D.

Professor in Biomathematics-Biometry
Department of Biomathematics

School of Medicine .
University of Thessaly Theodoros Mprotsis, MSc, PhD

Teacher & Research Fellow
Institute for Clinical Research and Health Policy Studies (http:// bn.)mat.h.med.uth.gr)
Tufts University School of Medicine Bty Off Thessaly
Boston, MA, USA Email: tmprotsis@uth.gr

—



Evaluating the Effectiveness of Hypotensive Drug




Evaluating the Effectiveness of Hypotensive Drug

Twelve people were given a drug believed to have hypotensive
properties. The systolic blood pressure of these subjects,
measured in millimeters of mercury, before and after drug
administration, is shown on the next slide. We want to:

a. statistically evaluate the potential hypotensive activity of the
drug and

b. establish the reliability limits of the mean hypotensive
activity
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Entering data and defining variables

@ blood_pressure.sav [Datas... — O b #3 blood_pressure.sav [DataSet5] - IBM SPSS Statistics Data Editor — O X
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9 148.00 132.00
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Data View Variable View
IBM SPSS Statistics Processori... Unicode:ON
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Running the Paired-Samples T Test

Analyze  Direct Marketing  Graphs  Utilities  Add-ons  Window  Helg .
— T - 1. To analyze the data, select Analyze -> Compare Means -> Paired-Samples
eports : z == Pang JEEES
Descriptive Statistics b | M —e T Test... (1)
b
AR #3 Paired-Samples T Test X
Compare ll'u'leans » Q Means... R — -
General Linear Mode! 4 E One-Sample T Test... & Systolic Blood Pressure Before Treatment [before] Pair | Variable1 [Variable2
Generalized Linear Models b — & Systolic Blood Pressure After Treatment [after] 1 & Systolic Blood Pressure Before Tre.. ¢ Systolic Blood Pressure After T... Bootstrap...
= Independenj—SamplesTTest... 2
Mixed Models k o
Paired-Samples T Test..
Correlate r
- _ One-Way ANOVA...
Regression s
Loglinear k z
Classify r @ ¥
Dimension Reduction »
Scale r _
Monparametric Tests ’
Forecasting »
Survival »
Multiple Response ’ (oK || paste || Reset || cancel| Help |
& simulation... ' ' ' ' ' ' ' ' ; ' ' ' '
Quality Control b 2. Drag the two variables from the left panel to the Paired Variables box, and
ROC Curve... press OK
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Results and interpretation

Paired Samples Statistics = The drug indeed possesses
Std. Error 5
Mean N Std. Deviation Mr:cmL hypOtenS|Ve EffeCtS (p < 005,
Pair1  Systolic Blood Pressure 148 4167 12 1310419 3.78285 - . g —
B e e statistically significant)
Systolic Blood Pressure  135.4167 12 16.63763 4.80287 = Mean hypotensive response was

After Treatment

estimated to be 13.0 mm Hg
With a 95% confidence internal

Paired Samples Correlations

N Cormelation  Sig. (Cl), the true mean hypotensive
Pair 1 Systolic Blood Pressure 12 625 030
EW?TF%‘"W“‘_& ; response lies between 4.57 kot
ystolic Blood Pressure
ffer Treatment 21.43. Since 0 is not included in
the 95% Cl, we conclude that the
Paired Sam

mean response is statistically

el Differences

95% Confidence Interval of the

significant

Std. Error Difference
Mean Std. Deviation Mean Lower Upper df Sig. (2-tailed)
Pair1  Systolic Blood Pressure 13.00000 13.26650 3.82971 457087 4‘,31.“42913 3.395 11 006
Befare Treatment -
Systolic Blood Pressure <
After Treatment
Mean difference = 148.42 — 135.42 = 13 t = (Mean difference)/SE=13/3.83=3.39
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Change in the Amount of Hormone in the Blood




Change in the Amount of Hormone in the Blood

“ The amount of a hormone found in the blood of eleven
4.30 23.60 patients before and after treatment administration is
4.60 25.10 provided. Did the treatment change the patients'
520 15.50 average hormone levels?

5.20 29.60

6.60 24.10

7.20 37.80

8.40 20.20

9.00 21.90 Null hypothesis (H,): There is no significant difference in
10.40 14.20 hormone levels before and after treatment

14.00 34.60 administration

17.80 46.20
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Entering data and defining variables
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1 +
Data View  Variable View
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Running the Paired-Samples T Test

Analyze  DirectMarketing  Graphs  Utilities  Add-ons  Window  Help

. 1. To analyze the data, select Analyze -> Compare Means -> Paired-Samples T
o Test... (1)

@ Paired-Samples T Test

Reports

Descriptive Statistics
Tables

Compare Means

X

E Means...

General Linear Model E One-Sample T Test... Paired Variables: Pra—

Generalized Linear Models
Mixed Models

T T ST e T & Hormone levels before treatment [before] Pair _|Variable1 | variable2
. & Hormone levels after treatment [after] 1 ¢ Hormone levels be... ¢ Hormone levels aft... Bootstrap...
Paired-Samples T Test... 2

Correlate
One-Way ANOVA...

Regression

Loglinear

Classify

Dimension Reduction
Scale
Monparametric Tests
Forecasting

Survival

* w ¥ ¥ w w w w ¥ ¥ ¥ w w ¥ ¥ ¥ ¥

Multiple Response
B3 simulation...

Quality Control » '_ (oK _J{ Paste || Reset || cancel || Help |
ROC Curve... ) ) ) ) ) )

2. Drag the two variables from the left panel to the Paired Variables box, and
press OK (2)
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Result and interpretation

Paired Samples Statistics - The treatment
Std Ermar significantly increases the
Mean \] Std. Deviation Mean hormone Ievels in the
Pair1 Hormone levels before 8.4273 11 4.24832 1.28082 =
o blood (t(10)=-7.46,
Hormaone levels after 271636 11 967794 2.91801 p<0-001)
)L - The mean increase in
hormone levels was
Paired Samples Correlations estimated to be 18.74
M Correlation Sig. units
Pair1 Hormone levels before 11 15 105 ] With 95% confidence
treatment & Hormone .
levels after treatment interval (C|), the true
increase lies between
Paired Samples Test 13.14 and 24.33. Since 0
Paired Differences is not included in the 95%
95% Confidence Interval of the confidence interval (C|),
. i Difference
: o Std. Error o - _ — we conclude that the
Mean Std. Deviation Mean Lower Upper t df Sig. (2-tailed) . . L
Pair1  Hormone levels before | -18.73636 8.32974 251151 2433236 -1314037  -7.460 10 000 increase is statistically
treatment - Hormaone significa nt
levels after treatment
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Hemoglobin change after administration of EPO




Hemoglobin change after administration of EPO

Suppose we want to compare the hemoglobin change after administration of
erythropoietin (EPO) in 9 patients. The data (g/L) are as follows::

160 135

1

2 157 126

3 153 165 ) _ .
4 165 199 Null hypothesis (H,): There is no change in
5 s 162 hemoglobin levels in the patients before
6 160 122 and after erythrop0|et|n administration.

U 165 116

8 170 136

9 157 168
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Entering data and defining variables

'|u'.'l *datal.sav [DataSet1] - IBM SPSS Statistics Dat "\j-\ *datal.sav [DataSet1] - IBM SP55 Statistics Data Editor

We enter the data in the Data View and define the variables in the Variable View as shown below

Data View

File Edit View Data Transform A File  Edit View Data Transform  Analyze  Direct Marketing  Graphs  Utilities  Extensions  Window  Help
== 7 s . — =
SIS [ e 206 0 e~ Bl B BeE 109 %
| ! =¥ - | Mame Type Width Decimals Label Values Missing Columns Align Measure Role
1 after_epo Mumeric 8 0 MNone Mone & = Right & Scale “w Input
ﬁ aer epo ﬁ befora 2 before Mumeric 8 0 MNone Mone 9 = Right & Scale " Input
1 160 135 Variable View
2 167 126
3 153 165
4 165 122
5 155 162
) 160 122
7 165 116
B 170 136
9 187 168




Test of normality

Since these are paired observations, the normality test will be conducted on the difference between them. To compute
this, select Transform -> Compute Variable from the menu. In the window that appears (2), drag the before variable into
the Numeric Expression: box, type a minus sign, then drag the after_epo variable into the same box. Enter the name diff
for the new variable in the Target Variable: field and click OK.

#3 Compute Variable @
Transform  Analyze  DirectMarketing  Graphs Target Variable: Mumeric Expression:
= : |dm1—| - before-after_epof
E Compute Variable. ..
- . Type & Label...
D Programmability Transformation...
ﬁ befare +
[ count values within Cases... & ater_epo

Function group:

Shift Values... All =
Arithmetic i
CDF & Moncentral CDF
Conversion
Current Date/Time

Date Arithmetic
Date Creation S

Recode into Same Variables...

Recode into Different Variables. ..
@&utomatic Recode...

H
3333

FEEEE
LELEE

BECBE

E Create Dummy Variables Functions and Special Variables:

[w]
2
R
@
-

f}2 visual Binning...

B Rank Cases...
& Date and Time Wizard...
[ Create Time Series. .

'?,EI Replace Missing Values...

(optional case selection condition)

(o) () (gosat) (ans e

@ Random Number Generators...

]
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Test of normality

Immediately afterward, the new variable will appear in the Data Editor as shown in the image below. The
variable type will be automatically set to Scale.

"@ *datal.zav [DataSetl] - IBM SP5S Statistics Data Editor
File  Edit ¥iew Data Transform  Analyze  Directh

S HE e [ L,

1: before 135
& pefore | & after_epo & diff
1 135 160 -25,00
2 126 157 -31,00
3 165 163 12,00
4 122 165 -43,00
5 162 155 7,00
3] 122 160 -38,00
7 116 165 -43,00
8 136 170 -34.,00
9 168 157 11,00




Test of normality

B simulation...
Quality Control
ROC Curve...

Spatial and Temporal Modeling...

}

Analyze  Direct Marketing  Graphs  Ulilities  Extensions W
Reports » ﬁ bk 2=z
Descriptive Statistics g Frequencies..
Tables ’ E Descriptives. ..
Compare Means 4 A, Explore
General Linear Model ) -

E Crosstabs...
Generalized Linear Models L

B3 TURF Analysis
Mixed Models 4
Correlate 4 Ratio...
Regression | P-PPlots...
Loglinear v | [ @ Plots_.
Classify }
Dimension Reduction b
Scale b
Monparametric Tests b 1
Forecasting b
Survival b
Multiple Response b

-

L

t,-\ Explore

2

Dependent List: Statistics...

&’ before

ﬁ after_epo

& diff

Plots...

1

Eactor List:

Label Cases by:

Display

@ Both © Statistics © Plots

[ (8] ][ Paste ][ Reset ][Cancel][ Help ]

Next, select Analyze -> Descriptive Statistics -> Explorer from the menu. In the window that appears (2) drug
the new diff variable from the left box to the Dependent List: box. Then, choose Plots... ...

2]

Qptions... \

... In the window that appears (3), select

Histrogram and Normality plots with tests.
Press Continue and OK.

'J.;,."i Explore: Plots

Boxplots

(@ Factor levels together

[ Histogram

(©) Dependents together
© None
[ Mormality plots with tests

Spread vs Level with Levene Test

Descriptive

3

[Qunﬂnue][ Cancel ][ Help ]




Test of normality

Among other results, the following appear in the SPSS output window.

Case Processing Summary

Cases 1

Walid Missing Total
[+ Fercent [+ FPercent ] FPercent
diff 4 100.0% 1] 0.0% g 100.0%
Tests of Normality Based on the Shapiro — Wilk test (n < 50), we conclude that the
Kolmogorov-Smimoy® Shapire-Wilk differences in hemoglobin values follow a normal distribution,
Statistic df Sig. Statistic df Sig. as the p-value (Sig.) is greater than 0.05 (p-value = 0.062).
diff 230 9 86 843 9 062

a. Lilliefors Significance Correction

Note: The test of normality Kolmogorov-Smirnov is used when the number of patients exceeds 50.
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Descriptives

statistic Std. Error

diff Mean -21.1111 8.11282
55% Confidence Interval Lower Bound — -39.81893
for Mean UpperBound ~ -2.4029
5% Trimmed Meaan -21.4012
Median -31.0000
Variance 592 361
Std. Deviation 24 33847
Minirmum -49.00
Maximum 12.00
Fange 61.00
Interquartile Range 4950

Skewness A7d 17

Kurtosis -1.638 1.400




Test of normality using Q-Q plots

The figure (1) below shows the Q-Q plot of the differences in hemoglobin values, indicating that these values follow a
normal distribution well

Normal Q-Q Plot of diff

Expected Normal
T

T T T T
-60 -40 -20 o] 20

Observed Value
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Test of normality using histograms

Figures 1 shows the histogram of the difference in the hemoglobin values, indicating that they do not follow a
normal distribution (note that histograms can sometimes be misleading)

Histogram — Normal . .
The normality curve was displayed by double-

En Mean = -21.11 L. . i
R Dev. = 24338 clicking on the histogram and selecting the

Show Distribution Curve icon from the toolbar

[l Chart Editor - O x

7 File  Edit View Options Elements Help
3 oo EXYEABS B LK CEDL E@MUH B
= - ~ B I = = = T [E—
S B i 2 ke
//—\ | Show Distribution Curve |
Mean = -21.11

1-—
3
Std. Dev. = 24 338
M=9

-40.00 -20.00 oo 20.00
==

diff




Running the Paired-Samples T Test

Analyze  Direct Marketing

Graphs

Utilittes  Add-ons  Window  Help

Reports
Descriptive Statistics
Tables
Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Caorrelate
Regression
Loglinear
Classify
Dimension Reduction
Scale
Monparametric Tests
Forecasting
Survival
Multiple Response
ES simulation...
Quality Contral
ROC Curve...

* T T ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥

Means...

E One-Sample T Test...
Independent-Samples T Test..
Paired-Samples T Test..
Dne-Way ANOVA...

1. To analyze the data, select Analyze -> Compare Means -> Paired-Samples T
Test... (1)

r@ Paired-Samples T Test — : . @1
Paired Variables: m
& before Pair |‘u’ariable1 |‘d‘ariablez
& after_epo 1 ¢ [before] & [after_e..
& diff 2
,r
2 N
=
[ DK ][ Paste ][ Reset ][Cancel][ Help ]

2. Drag the two variables from the left panel to the Paired Variables box,
and press OK




Results and Interpretation

Paired Samples Statistics = The administration of EPO
v Std. Error . .
Mean M Std. Deviation r-.-1ea:|lwm |ndeed |ncreased the
Pair1  before 139,11 g 20,454 6,818

hemoglobin levels
= The mean difference (21.111
g/L) in hemoglobin levels was

after_epo 160,22 g 5 495 1,832

Paired Samples Correlations

I Correlation sig. o
Pair1  before & after_epo 9 - 640 064 found to be statlstlcally
Paired Samples Test significant at p < 0.05
Paired Differences — With 95% confidence interval
I | (Cl), the true mean difference
Mean Stdl. Deviation Mean Lower Upper t df Sig. (2-tailed) Iies between _39 819 and _2 403
Pair1  before - after_epa -21,111 24,338 8,113 -39,819 2403 -2,602 8 032

Since 0 is not included in the

I 95% confidence interval (Cl), we
conclude that the mean

difference is statistically

significant




