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Effect of gender on aggression




Effect of gender on aggression

Vales (V-12) | Females (N-13)
12 12
18 9
12 12
10 S Null hypothesis (H,): Males will not show higher levels of
10 10 . .
14 . aggression than females. Alternatively, the levels of
iy ; aggression are not different between males and females.
18 13
12 16
8 11
14 15
14 13
9
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Entering data and defining variables

I &) sex & aggressiveness
L 1 2 #2 value Labels X
2 1 18
3 1 12
4 1 10 Value Labels
5 1 10 value: [
6 1 14
5 1 1 Label: [Females|
8 1 18 1="Males"
10 1 8
11 1 14 '
12 1 14
13 2 12
14 2 9
15 2 12
16 2 8 ' [ OK ][Cancel][ Help ]
| Name Type Width | Decimals Label I Values Missing Columns Align Measure Role
sex Numeric 8 0 Gender {1, Males})... None 8 = Right &> Nominal N Input
2 aggressiveness  Numeric 8 0 None None 8 = Right & Scale N Input




Running the Independent Samples T Test

fnalee DirectWarketing Graphs Unltes Addgns HWindow Hele 1. To analyze the data, select Analyze from the menu, then choose

[ = | [

Reports » f%ﬁ E iy QEEEE Compare Means and Independent-Samples T Test...

Descriptive Statistics b B & bt

Tables L € independent-Samples T Test

Compare Means * | I Means :

_ = Test Variable(s): —
SR ST ' E One-Sample T Test... & aggressiveness
Generalized Linear Models k Bootstrap...

Independent-Samples T Test...

Mixed Models b +
= Eaired—Samples TTest.. 2

Correlate F
~ bl One-Way ANOVA.. :
Regression ’ A One-way €A Define Groups
Grouping Variable:
Logli b
24 In.ear [ * J sex(??) | @ Use specified values
Classify ' Define Groups... | Group 1: D
Dimension Reduction k
= G 2
Seale " [:] [Beset][(:ancel][ Help ] foup<
- ] T T — © Cut point:
Monparametric Tests P |
Forecasting P ' [Qonh‘nue][ Cancel ][ Help ]
Survival » ' ' '
Multiple Response b 2. Inwindow (2) drag the variable aggressiveness from the left panel to
2 simulation... the Test Variable(s) box, and the variable sex to the Grouping Variable:
Quality Control b box. Press the Define Groups... button, define the two groups, and
ROC Curye... then press Continue and OK
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Interpretation of the results

Group Statistics

Stl. Error
Gender [+l Mean Std. Deviation Mean
aggressiveness  Males 12 13.00 ERINE aro
Females 13 11.00 274949 T76

The variances between the two gender groups are equal, as the p-value of
Levene’s test is greater than 0.05 (p > 0.05). This result indicates that the
variance in aggressiveness between males and females is not significantly
different.

Independent

Levene's Testfor Equality of

Since p > 0.05, we cannot reject
the null hypothesis, and
conclude that males do not
show higher levels of
aggressiveness then females
(t(23) = 1.720, p = 0.099).
Alternatively, the difference in
aggressiveness between males
and females is not statistically
significant.

assumed

‘ariances t-test for Equality ns
95% Confidence Interval of the
Mean Std. Error Difference
F Sia. t df Sig. (2-tailed) Difference Difference Lower Lpper
aggressiveness  Equal variances o0z HE9 1.720 23 089 2.000 1.163 -.405 4.404
assumed
Equalvariances not 1.715 22.443 00 2.000 1.166 - 416 4416
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Duration of relief between two analgesic drugs




Duration of relief between two analgesic drugs

= Suppose we want to test whether there is a difference in

5.90
2.10

iiz Null hypothesis (H,): There is no difference in the duration of

3.80 relief between the two analgesic drugs
- g

. 2,60 relief times between two analgesic drugs (Drug 1 and Drug 2)
1 8.90 = To compare analgesic drugs 1 and 2, 16 patients were

1 Z:g randomly assigned to two groups, each receiving a different
1 7.40 drug

1 10.10

; :;2 = First, in the Variable View, name the two variables (drug and
) 240 time). Then, enter the drug types and the relief times

2 470 observed for each patient.

2

2

2

2
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Data entry and running of the Independent Samples T Test

1 1 1 2 Independent-Samples T Test: ions
=  Todetermine if thereisa 8 S | | | | @ Independent: Samples T Tes: Options X
difference between the Eile  Edit EIE Data  Transform  Anahze  Direct Marketing iGraphs  LUilities  BExensions  Window Confidence Interval Percentage: %
.%r =T —% T = E o o
g — ;I;H SR o Fis ST g Missing Values
tWO drugs' we WI” apply — ﬁ ['__'] [\3_ _i/] :._'I:E % % EI ﬂ:ﬂ '_I % ﬁ u'{é t @ Exclude cases analysis by analysis
the independent t-test and © Exclude cases listwise
asseSS the Slgnlflcance %drug ﬁ t|me var var var var var var [QO[‘IUI"IUE][ Cancel ][ Help ]
level (p-value) 1 1 7.50 - : : : : :
u Suppose we want to 2 1 360 |
calculate the 95% . 1 8.30) | I;Wiableis}i
" A 4 1 G.40 ti
confidence interval (Cl) for - 1 oo ] me
the mean difference : - L
- 1 40 _ - #2 Define Groups *
between the two drugs 7 1 10.10
a 1 470 . @ Use specified values
. From the menu choose 9 2 3.80 m Grouping Variale: _—"  CouPl 1
Analyze-> Compare LL 2 240, | € gz = |  ocrouwz
1 2 470
Means-> Independent 1 5 coo | © Cut point:
Samples T-test 13 2 210 [ OK ][ Paste ][ Reset ][Cancel][ Help ] [Qunﬂnue][ Cancel ][ Help ]
14 2 3.20 T
15 2 450
16 2 3.80

—



> T. The variances between the two groups are equal, as the p-value of
es group q p
Levene’s test is greater than 0.05 (p > 0.05)
[Datasetl] . _ '
= Since the p-value is less than 0.05 (p < 0.05), we reject the
o null hypothesis and conclude that there is a significant
Group Statistics difference in mean relief duration between the two groups
. y it Dot St?i Errar (t(14) = 3.761, p = 0.002)
il " e2dn Sl Leviaton edn . . . . .
drug : ” : = With 95% confidence interval (Cl), the true difference lies
= 8 | 72625 228469 EW? between 1.488 and 5.437. Since 0 is not included in the 95%
- 8 38000 1.24900 A3 confidence interval (Cl), we conclude that the difference is
statistically significant
Independent Samples Test
Levene's Test for Equality Af
Variances t-test for Equality of Means
85% Confidence Interval of the
Mean std. Error Difference
F 5i0. t df Sig. (2-tailed) Difference Difference Lower Upper
time  Equalvariances 2,592 130 3.761 14 002 3.46250 92059 1.48804 5.43696
assumed
Equal variances not 3.761 10.841 003 3.46250 42059 1.43267 549233

assumed




Hemoglobin change after administration of two EPO
drugs




Hemoglobin change after administration of two EPO drugs

0.38
0.37
0.24
0.08
0.04
0.03
0.07
0.19
0.35
0.38
0.27
0.20

—

0.80
0.70
0.39
0.06
0.49
0.07
0.63
0.83
0.62
0.95
0.92
0.81

Suppose we want to compare the hemoglobin change after
administration of two erythropoietin (EPO) drugs, Test (T)
and Reference (R). 12 patients received the Test and 12 the
Reference drug.

Null hypothesis (H,): There is no difference in the mean
hemoglobin change between the Test and Reference drug.

Note that these two measures are independent of each other.




Entering data and defining variables

"-.,]-'i “Untitled1 [DataSetl] - IBM SPSS Statistics |
File Edit Wiew Data Transform
HHeE o~ -
| &> drug & hgb
1 1 38
2 1 3T
3 1 24
4 1 08
5 1 04
6 1 .03
T 1 07
3 1 .19
9 1 35
10 1 .38
11 1 27
12 1 220
13 2 .80
14 2 70
15 2 239
16 2 06
Data View

We enter the data in the Data View and define the variables in the Variable View

as shown in the images

t,-‘ *Untitled [DataSetd] - IBM SPSS Statistics Data Editor

File  Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities Extensions Window  Help
4[5 oty B i A
SHEe @ e~ Bl B BE BT 1909 %
MName Type Width Decimals Label WValues Missing Columns Align Measure Role
1 drug Mumeric ] 0 MNone 8 = Right &5 Nominal “w Input
2 hgb Mumeric 8 2 Mone Mone 8 = Right & Scale “w Input
Variable View
#2 Value Labels ped
Value Labels
Labet|
1="Test"

2 ="Reference”

[ Ok ][Cancel][ Help ]




Descriptive statistics

Descriptive Statistics

Tables

Compare Means

General Linear Model
Generalized Linear Models
Mixed Models

Correlate 1
Reagression

Loglinear

Analyze  Direct Marketing  Graphs  Utilities  Extensions W
Reports s D Zzz=: 0

[=5] Frequencies...
Egescriptiues...
A Explore...
@Qmsstabs...
EX TURF Analysis
[ Ratio...

[ P-P Plots...
=l a-a Plots...

"-.;,-'i Explore
2 Dependent List:
& nab
Factor List:
&> drug
Label Cases by
Display

@ Both © Statistics © Plots

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Statistics...
Plots. .

Options...

III >

First we display descriptive statistics using the menu Analyze -> Descriptive -> Statistics -> Explore. In window (2) drag the variable hgb
from the left panel to the Dependent List box, and the variable drug to the Factor List box.

"@ Explore: Plots

Boxplots

Descriptive

@ Factor levels together

© Dependents together [¥ Histogram
© None
[l Normality plots with tests 3

Spreadvs Level with Levene Test

||;:')|

[ann’nue][ Cancel ][ Help ]

In window (3), select Histogram and Normality plots with tests. Then press

Continue and OK.




Case Processing Summary

Cases
Yalid Missing Total
drug M Fercent M Fercent ¥ Percent
hgh Test 12 100.0% 0 0.0% 12 100.0%
Feference 12 100.0% 0 0.0% 12 100.0%
Tests of Normality Based on the Shapiro — Wilk test (n < 50), we
Kolmogorov-Smirnov® Shapiro-Wilk conclude that the hemoglobin values for both the
drug Statistic df Sig. Statistic df Sig. test and reference drugs follow a normal
hgh  Test 175 12 200" 886 12 106 distribution, as the p-value (Sig.) is greater than
Reference 185 12 200" 887 12 109 0.05.

* This is a lower bound of the true significance.

a. Lilliefars Significance Correction

Note: The test of normality Kolmogorov-Smirnov is used when the number of patients exceeds 50.



Descriptives

drug Statistic Std. Errar
hgh Test Mean 2167 03943
95% Confidence Interval Lower Bound 12494
for hean pper Bound 3035
5% Trimmed Mean 2180
Median 2200
Variance 018
Std. Deviation 3660
Minimurm 03
Maximum .38
Fange 35
Intergquartile Range 29
Skewness -124 B3T
Kurtosis -1.634 1.232
Feference  Mean G058 08710
895% Confidence Interval Lower Bound A141
for iean Upper Bound 7975
5% Trimmed Mean B170
Median BES0
Wariance 091
Std. Deviation 30174
Minirnum 06
Maximum A5
Range .84
Intergquartile Range A1
Skewness -.807 637
Kurtosis -173 1.232




Test of normality using Q-Q Plots

Figures 1 and 2 show the Q-Q plots of the patients' hemoglobin values for the Test and Reference drugs. These plots
indicate that the hemoglobin values approximate a normal distribution well

Normal Q-Q Plot of hgb

for drug= Test

Normal Q-Q Plot of hgb

for drug= Reference

Expected Normal
g
Expected Normal

2

T T T T T T T
-0.2 00 0.2 04 06 -0.2 00 0z

|
04 06 0a 10 12
Observed Value

Observed Value
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Test of normality using histograms

Figures 1 and 2 show the Histograms of the patients' hemoglobin values for the Test and Reference drugs. These plots
indicate that the hemoglobin values do not approximate a normal distribution well (note that histograms can sometimes

be misleading)

Histogram Histogram
for drug= Test for drug= Reference
7 Mean = 22 57 Mean = &1
Stdl. Dev. = 137 Stdl. Dev. = 302
N=12 N=12

N

Frequency
Frequency

]
1

0o A0 20 a0 A0 v} 20 A0 B0 B0 1.00

hgb hgb




Running the Independent Samples T Test

Analyze Direct Marketing Graphs

Litilities Extensions  Window  Help

Reports
Descriptive Statistics
Tables
Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear
Classify
Dimension Reduction
Scale
Monparametric Tests
Forecasting
Sunvival
Multiple Response
% Simulatian...
Luality Control
ROC Curve...

Spatial and Temporal Maodeling...

4

o o = —
i szzz: o ll==== RRRNT VN @
"'_I' % = =

1. To analyze the data, select Analyze from the menu, then choose
Compare Means and Independent-Samples T Test...(1)

Q Means...

E One-Sample T Test...
Independent-Samples T Test...

E Summary Independent-Samples T Test
Paired-Samples T Test...

One-Way ANOVA...

—

"uj-'l Independent-5amples T Test

TestVariable(s):

&7 hab

2

Grouping Variable:
| | larugrz )

Lo ]

Define Groups... /

[Beset ][Cancel][ Help ]

x

#2 Define Groups *
@ Use specified values

© cut point:

[gunﬂnue][ Cancel ][ Help ]

2. Inwindow (2) drag the variable hgb from the left panel to the Test
Variable(s) box, and the variable drug to the Grouping Variable: box.
Press the Define Groups... button, define the two groups, and then
press Continue and OK




Group Statistics

The variances between the two drugs are not equal,
as the p-value of Levene’s test is less than 0.05 (p <

Std. Error
drug I Mean Std. Deviation Mean 0-05)
haghb Test 12 2167 3660 03943
. ) . - <0. .
e —— - 5058 T od71g  Since the p value'ls less than 0.05 (p <0 05),-we reject
the null hypothesis and conclude that there is a
significant difference in mean hemoglobin change
between the two drugs (t(15.327) =-4.070, p = 0.001)
Indeperdent Samples Test
Levene's Test for Equality of
Yariances t-test for Equaligsdt Means
5% Confidence Interval of the
Mean Std. Error Difference
F Sig. 1 df Sig. (2-tailed Difference Difference Lower Upper
high Equal variances a.0148 035 -4.070 22 001 -8y 09561 -.08746 -.149087
assumed
Equal variances not -4.070 16327 .00 -.38017 09561 -.092549 - 184574
assumed \

\

There is a difference in hemoglobin change of -0.389 between the test and reference drugs. This difference is
statistically significant, as the p-value is less than 0.05 (p < 0.05)

With 95% confidence interval (Cl), the true difference lies between -0.593 and -0.186. Since 0 is not included in the
95% confidence interval (Cl), we conclude that the difference is statistically significant



Practical exercise

The weight (kg) of newborn children born to 15 non-smoking women and 14 smoking women is presented
in the following data :

Sample 1 Sample 2

Non-smokers Smokers

3.99 3.18

3.79 2.84

3.60 2.90

3.73 3.27

3.21 3.85

3.60 3.52

4.08 3.23

3.61 2.76

3.83 3.60

3.31 3.75

4.13 3.59

3.26 3.63

3.54 2.38

3.51 2.34

2.71
Is there a difference in the weight of newborn children between the two groups?
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